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1. INTRODUCAO

A forte presengca da Inteligéncia Artificial (IA) nos processos decisorios
contemporaneos inaugurou uma nova era na gestdo da vida social, econémica e
politica’. De diagnosticos médicos a concessdo de crédito, passando pelo
policiamento preditivo, algoritmos assumiram o papel de arbitros de direitos
fundamentais. Contudo, essa “dataficacdo” da existéncia traz consigo o risco da
opacidade: o fendbmeno das black boxes? (caixas-pretas), onde decisbes criticas sao
tomadas por l6gicas matematicas inescrutaveis, desafiando os pilares do Estado
Democratico de Direito®.

A presente Iniciagdo Cientifica (IC), desenvolvida entre setembro de 2024 e
outubro de 2025, dedicou-se a investigar a resposta juridica brasileira a este
desafio, concentrando-se na analise da Secao Il do Projeto de Lei (PL) n° 2.338 de
2023. O foco central recaiu sobre a eficacia dos instrumentos de contestabilidade e,
fundamentalmente, sobre a necessidade de intervencdo humana
(human-in-the-loop)* em decisGes automatizadas.

A pesquisa partiu da premissa de que a eficiéncia algoritmica ndo pode
suplantar a garantia do devido processo legal. Em um cenario onde a automatizagao
promete celeridade, a supervisdo humana surge ndo apenas como uma barreira de
seguranga técnica, mas como um imperativo ético para preservar a dignidade
humana contra a frieza do calculo probabilistico.

Metodologicamente, o estudo adotou uma abordagem qualitativa de natureza

bibliografico-documental. Foram analisados textos legislativos nacionais e

' Como observa a literatura recente sobre IA e big data, foi sobretudo a partir da década de 2010,
com o avango do aprendizado profundo e a disponibilidade massiva de dados, que os sistemas
passaram a ser empregados em decisdes de alto impacto em crédito, saude, seguranga publica e
gestdo de pessoas, ampliando de forma inédita o alcance da automatizagéo decisodria (cf. Santos,
2024; Matias, 2024).

2 Frank Pasquale, em The Black Box Society (2015), descreve a “sociedade da caixa-preta” para se
referir a um contexto em que decisbes relevantes sdo tomadas por algoritmos opacos, dificeis de
auditar e de contestar, o que cria assimetrias de poder entre desenvolvedores, empresas e cidadaos.
3 Como enfatizam diretrizes e relatdrios da Uni&o Europeia e da OCDE, o uso de IA em processos
decisorios sensiveis exige salvaguardas de transparéncia, possibilidade de contestacdo e
responsabilizacao, justamente para compatibilizar a inovagao tecnolégica com o Estado Democratico
de Direito (European Comission, 2019; OECD, 2019).

4 Como destacam diretrizes éticas europeias sobre IA confiavel, a presenga de um humano “na”,
“sobre” ou “no comando” do circuito decisério é condigdo para preservar agéncia humana, prevenir
abusos e viabilizar a imputacdo de responsabilidade por erros e danos (High Level Expert on Al,
2019).



internacionais, documentos de organismos multilaterais (UNESCO, OCDE) e
literatura especializada em Filosofia do Direito e da Tecnologia.

Os resultados alcancados demonstram que, embora o PL 2.338/2023
represente um avancgo regulatério robusto ao adotar uma abordagem baseada em
risco, persistem lacunas significativas quanto a operacionalizagdo da superviséo
humana. A pesquisa identificou que a “qualidade” dessa intervencédo € de dificil
mensuracdo quantitativa, o que redirecionou o0 estudo para uma analise mais
profunda sobre a natureza qualitativa e ética do juizo humano — descoberta esta
que serviu de base para a elaboragdo do projeto de Dissertacdo de Mestrado

apresentado no decorrer dos Ultimos meses®.
2. REVISAO TEORICA

O arcabougo tedrico desta pesquisa situa-se na intersegcdo entre o
pensamento juridico e a filosofia da tecnologia, utilizando os documentos analisados

para construir uma critica @ automagao irrestrita.

2.1. O Cenario de Risco e a Necessidade de Hard Law

Relatdrios internacionais, como o estudo conjunto da Trend Micro, UNICRI e
Europol (Malicious Uses and Abuses of Artificial Intelligence, 2020), evidenciam que
a IA, se nao regulada, potencializa ameagas que vao desde a manipulagao de
opinido publica via deepfakes® até a amplificagdo de discriminagdes estruturais. A
tecnologia deixa de ser uma ferramenta neutra para tornar-se um vetor de risco
social, exigindo o que a doutrina chama de “design voltado para a protecao juridica”
(Legal Protection by Design). E dever do Direito regular novos acontecimentos que

vem a ocorrer como desdobramentos dessa era cibernética (Brochado, 2021).

5 Como sera detalhado adiante, a constatagdo de que n&o ha critérios objetivos e consensuais para
mensurar quantitativamente a eficacia da intervencdo humana em processos decisérios
automatizados com IA conduziu a pesquisa a uma inflexdo qualitativa: mais do que perguntar se o
humano “melhora” o resultado, passou-se a indagar se ndo seriam justamente caracteristicas
intrinsecas da racionalidade humana — como a capacidade ética, a prudéncia e o juizo moral — que
tornam essa intervencgao indispensavel e, em certa medida, indelegavel a sistemas algoritmicos.

6 Os chamados deepfakes s&o contelidos sintéticos (principalmente imagens, audios e videos)
gerados ou manipulados por técnicas avangadas de inteligéncia artificial, capazes de simular de
forma verossimil a aparéncia ou a voz de uma pessoa, o que permite, por exemplo, atribuir-lhe falas
e comportamentos que nunca ocorreram na realidade, com impactos relevantes para honra,
privacidade e integridade dos processos democraticos.



2.2. A Arquitetura de Direitos da Secgéo lll do PL 2.338/2023: Explicagao e

Intervengdao Humana

A fundamentacdo normativa da pesquisa, assim como seu objetivo geral,
concentrou-se na analise detalhada da Secdo Ill do PL n° 2.338/2023, intitulada
“‘Dos Direitos das Pessoas Afetadas por Sistemas de Inteligéncia Atrtificial”. Este
segmento legislativo (Arts. 9° a 11) institui o que a doutrina denomina de “devido
processo legal tecnoldgico™, estabelecendo garantias essenciais frente ao poder

decisorio dos algoritmos.
A pesquisa destacou dois pilares centrais nesta se¢ao:

a) Direito a Explicagao (Art. 10): A obrigacdo de que os fornecedores ou
operadores de IA fornecam informacdes claras e adequadas sobre os
critérios e procedimentos utilizados na decisdo automatizada, garantindo a
inteligibilidade da logica algoritmica.

b) Direito a Contestacdo e Revisdo Humana (Art. 11): O dispositivo mais critico
para este estudo, que assegura a pessoa afetada o direito de solicitar a
intervencao humana para revisar decisdes que produzam efeitos juridicos

relevantes ou impactem significativamente seus interesses.

Esta arquitetura legal busca mitigar a assimetria de informacédo entre o
individuo e a maquina. Contudo, a revisdo tedrica apontou que a eficacia destes
direitos depende da interpretagcdo do que constitui “efeito juridico relevante” e da
capacidade técnica real de um humano reverter uma decisdo baseada em
correlagbes estatisticas complexas, ponto de tensdo central investigado neste

trabalho.

2.3. O Paradigma Europeu (The Brussels Effect)

A regulagao brasileira ndo ocorre em um vacuo geopolitico, mas reflete um

fendmeno de harmonizagao global descrito pela jurista Anu Bradford como o “Efeito

7 Parte da literatura defende que, em contextos de decisdo automatizada, garantias como
contraditério, ampla defesa e motivagao precisam ser reinterpretadas para assegurar “explicabilidade
algoritmica” e possibilidade real de contestagédo, sob pena de esvaziamento material do devido
processo (cf. PASQUALE, 2015; HILDEBRANDT, 2020).



Bruxelas” (The Brussels Effect)®. Esta teoria explica a capacidade da Unido
Europeia de unilateralmente exportar seus padrdes regulatorios, transformando-os
em normas globais de fato, dada a necessidade de interoperabilidade dos mercados
digitais. No Brasil, a influéncia desse paradigma é visivel na drastica evolugao

legislativa observada entre 2020 e 2023°.

3. OBJETIVOS PERCORRIDOS
3.1. Objetivo Geral: A Evolugao Legislativa (Do PL 21/2020 ao PL 2.338/2023)

O objetivo geral desta investigagdo consistiu em analisar criticamente o
Projeto de Lei n° 2.338 de 2023, novo marco regulatério da Inteligéncia Artificial no
Brasil, com foco especifico na sua Secgao Ill (“Dos Direitos das Pessoas Afetadas
por Sistemas de Inteligéncia Artificial’). A pesquisa buscou examinar a eficacia
normativa dos mecanismos que regulamentam o direito de contestacdo e de
solicitacdo de intervencdo humana em decisdes automatizadas.

A finalidade central desta analise foi verificar a imperatividade da supervisao
humana (human-in-the-loop)'® nao apenas como uma salvaguarda técnica, mas
como uma exigéncia decorrente da natureza intrinseca do julgamento juridico —
que pressupde a ponderacéao ética e contextual inacessivel a modelos estocasticos.

Para compreender a densidade destes novos direitos, o estudo
contextualizou a evolugao legislativa da matéria. Observou-se a transigdao do
paradigma principiolégico do antigo PL n°® 21/2020" — que priorizava o fomento a

inovagdo com diretrizes genéricas — para o modelo robusto do PL n°® 2.338/2023.

8 Anu Bradford argumenta que a Uni&o Europeia, ao estabelecer padrbes regulatdrios rigorosos em
areas como protecdo de dados e mercados digitais, acaba projetando suas regras globalmente, na
medida em que empresas e paises terceiros se adaptam para manter acesso ao mercado europeu
(BRADFORD, 2020).

° A trajetéria que vai do PL 21/2020 ao PL 2.338/2023 reflete, como ressalta a propria Comissao de
Juristas do Senado, um deslocamento de uma regulagdo mais principiolégica e voltada ao fomento
para um modelo inspirado em experiéncias estrangeiras recentes, com maior densidade em termos
de direitos e deveres (CJSUBIA, 2022).

1% A expressdo human-in-the-loop foi utilizada inicialmente em areas de engenharia e ciéncia da
computacdo para designar sistemas em que um operador humano intervém em fases criticas do
processo; no debate juridico e regulatério, passou a designar a exigéncia de “supervisao humana
significativa” como condigdo para a legitimidade e a responsabilizagdo em decisbes automatizadas
de alto impacto.

" Essa aposta inicial em diretrizes éticas e soft law acompanhava o movimento de diversos paises,
mas, como apontam anadlises criticas sobre discriminagdo algoritmica e opacidade em crédito,
trabalho e seguranca publica, mostrou-se insuficiente para lidar com danos concretos (cf. SAINZ,
2024; CUSCIANO, 2024).



Este ultimo, fruto do trabalho da Comissao de Juristas (CJSUBIA), adota uma
abordagem baseada em riscos e direitos, institucionalizando a transparéncia, a
accountability e o devido processo legal tecnolégico como principios basilares para
mitigar a opacidade das “caixas-pretas” — como chama Frank Pasquale (2015) —

algoritmicas.

3.2. Objetivos Especificos e Resultados

A) Analisar a Segao Il do PL 2.338/2023 (Alcanc¢ado): Mapeou-se os artigos
9°, 10° e 11°, que garantem o direito a explicagao e a revisdo humana. Identificou-se
que a eficacia destes dispositivos depende de uma “alfabetizagao algoritmica” dos
cidadaos e de regulamentacao infralegal pela autoridade competente.

B) Verificar a compatibilidade com a LGPD (Alcangado): A pesquisa
identificou uma tensdo normativa. O Art. 20 da LGPD garante a revisao de decisdes
automatizadas'. O PL 2.338/2023, por sua vez, condiciona a revisdo humana a
decisbes que produzam “efeitos juridicos relevantes” ou “impacto significativo”.
Concluiu-se que o PL deve ser interpretado como norma especial que complementa,
e nao restringe, as garantias da LGPD, sob pena de retrocesso social.

C) Investigar a métrica de qualidade da intervencdo humana (Nao
Alcangado/Reorientado): Este objetivo revelou a principal descoberta epistemolégica
da pesquisa. Nao foi possivel encontrar ou desenvolver uma metodologia
quantitativa capaz de medir a “qualidade” da intervencdo humana. A eficacia do
juizo humano diante de uma maquina nao se mede por tempo de resposta ou taxa
de cliques, mas por critérios qualitativos de independéncia e cogni¢do. Essa
impossibilidade técnica de quantificagcdo redirecionou a pesquisa para a filosofia,
culminando na proposta de Mestrado.

D) Formular recomendagdes de aprimoramento (parcialmente alcangado):
Com base no Al Act europeu e nas lacunas identificadas, foram propostas diretrizes
para mitigar o “vies de automacdo” (a tendéncia humana de aceitar cegamente a

sugestdo da maquina)®® e fortalecer a autoridade da ANPD.

2 A doutrina brasileira tem debatido intensamente o alcance do art. 20 da LGPD, discutindo se ele
implica um direito a explicagdo compreensivel das decisdes automatizadas e como esse direito se
articula com praticas de crédito, consumo e trabalho apoiadas em algoritmos (cf. MATIAS, 2024;
SANTOS, 2024).

3 O chamado automation bias & descrito em estudos de psicologia cognitiva e de sistemas de apoio
a decisdo como a tendéncia de pessoas operadoras a confiar excessivamente em recomendacoes



E) Maturagéo do debate legislativo no Brasil: Observou-se uma mudanga de
paradigma radical. O debate iniciou-se com o PL n°® 21/2020, que propunha uma
regulagdo minimalista e principioldgica, focada excessivamente no fomento a
inovacao e com poucas travas de seguranga. Com a instalagcdo da Comissao de
Juristas (CJSUBIA)™ em 2022 e a realizagéo de audiéncias publicas multissetoriais,
consolidou-se o entendimento de que uma regulagao leve seria insuficiente. O
resultado foi o PL n° 2.338/2023, que adota uma Abordagem Baseada em Risco
(Risk-Based Approach). Ao contrario de seu predecessor, 0 novo texto estabelece
categorias claras (risco excessivo, alto risco) e impde obrigacbes Ex-Ante de
governanga, alinhando o Brasil as melhores praticas da OCDE e da Unido

Europeia™.

4. METODOLOGIA DA PESQUISA

Considerando que o desafio contemporaneo € construir um pensamento
sistematico capaz de dar conta dos antagonismos da era digital, a presente
pesquisa adotou uma abordagem qualitativa, fundamentada na articulagido de
diferentes métodos que, juntos, permitiram uma analise profunda e multifacetada do

objeto. As técnicas de pesquisa incluiram:

1. Revisao Bibliografica: Analise de doutrina juridica, filosofia da tecnologia
(Hans Jonas, Mireille Hildebrandt) e relatérios técnicos (Trend Micro,
UNESCO).

2. Analise Documental: Exegese comparada entre o PL 21/2020, o Substitutivo
do PL 2.338/2023, a LGPD (Lei 13.709/2018) e o Al Act europeu.

3. Analise Institucional: Estudo dos documentos da CJSUBIA e das notas

técnicas da ANPD para compreender a mens legis (inten¢ao do legislador).

produzidas por sistemas automatizados, mesmo diante de sinais de erro, o que torna ainda mais
importante a formacao critica e a possibilidade de contestar a saida algoritmica

* Segundo o Relatdrio Final da Comissdo de Juristas, a CJSUBIA foi instituida justamente para
aproximar o marco brasileiro de IA das melhores praticas internacionais, apés amplo ciclo de
audiéncias publicas que evidenciou a necessidade de regras mais robustas de governanga e
protecao de direitos.

® Os Principios sobre Inteligéncia Artificial da OCDE, aprovados em 2019, destacam valores como
respeito aos direitos humanos, transparéncia e robustez, influenciando iniciativas regulatérias
posteriores, inclusive o Al Act europeu (OECD, 2019; EUROPEAN COMMISSION, 2019).



5. RESULTADOS E DISCUSSAO

A era tecnolégica em que vivemos diverge, de muitas maneiras, das que os
nossos antepassados presenciaram. Estamos em uma sociedade onde nao mais,
necessariamente, sera o humano que comandara e decidira sobre sua vida. A
automatizagdo das decisbes tomadas nos mais diversos ambitos impactam
diretamente no futuro do individuo, até mesmo nas mais criticas das situagdes. A
escolha tomada por uma maquina, através da Inteligéncia Artificial (IA) no que
tange, por exemplo, quem ocupara um leito em uma UTI, se o individuo pode ou
nao realizar um empréstimo apos uma analise de créditos, se um carro
automatizado deve parar ou acelerar diante de uma placa; geram consequéncias
objetivas ndo somente no porvir do sujeito presente na decisao, mas em uma rede
de individuos ao seu redor e, quiga, na sociedade como um todo.

Essas situagbes precisam, portanto, serem passiveis de uma analise nao
apenas da maquina, senao do proprio humano, imbuido de sua natureza intrinseca
principiologica, determinar o que deve, de fato, ser feito. Para tanto, o Projeto de Lei
n 2.338/2023, proposto pelo Senador Rodrigo Pacheco, possui em seu art.9°, art. 10
e art. 11, medidas para que o individuo possa contestar decisdes automatizadas e
solicitar a intervencdo humana. Tais artigos ndo sdo novidades no contexto da
legislacéo brasileira, haja vista que estdo presentes na Lei Geral de Protecao de
Dados (LGPD) em seu art. 20, onde é dito que “O titular dos dados tem direito a
solicitar a revisdo de decisbes tomadas unicamente com base em tratamento
automatizado de dados pessoais que afetem seus interesses, incluidas as decisées
destinadas a definir o seu perfil pessoal, profissional, de consumo e de crédito ou os

aspectos de sua personalidade”.

5.1. Problematicas da IA sem Intervengédo Humana Significativa

A pesquisa evidenciou que a auséncia de uma supervisdo humana
qualificada e significativa converte sistemas de Inteligéncia Artificial em potenciais
vetores de injustica automatizada. Ao operarem desprovidos de capacidade
hermenéutica para contextualizar dados faticos, os modelos algoritmicos tendem a

perpetuar e, por vezes, amplificar discriminagdes pretéritas sedimentadas nas bases



de treinamento, materializando o fendbmeno sintetizado pela maxima bias in, bias
out™,

Essa dindmica engendra  severas implicagbes  juridico-sociais,
manifestando-se primeiramente na erosao da agéncia humana. Neste cenario, o
sujeito de direitos corre o risco de ser reduzido a um mero objeto de calculo
probabilistico, perdendo a capacidade dialética de influenciar seu proprio destino
juridico frente a uma decisdo opaca e determinista. Simultaneamente, observa-se
um critico déficit de responsabilidade (accountability), uma vez que a autonomia da
maquina tende a diluir o nexo causal em casos de dano; a presenca do revisor
humano, portanto, torna-se indispensavel ndo apenas como corretivo técnico, mas
como o ponto focal necessario para a imputabilidade ética e juridica no processo

decisorio.

5.2. O Sistema de Risco da UNESCO e o PL 2.338

A analise do documento de consulta da UNESCO (Consultation Paper on Al
Regulation) revelou que a estratégia regulatéria brasileira reflete uma convergéncia
estratégica com os padrdes de governanga global, abandonando modelos binarios
em favor de uma Abordagem Baseada em Risco (Risk-Based Approach)'’. O PL n°
2.338/2023 internaliza essa légica ao estruturar uma pirdmide regulatéria que
modula o rigor normativo proporcionalmente ao potencial de dano que a tecnologia
impde aos direitos humanos.

Nesse contexto, a legislagdo veda terminantemente as aplicagdes
classificadas como de risco excessivo (Art. 14) — a exemplo do social scoring ou
técnicas que manipulem o comportamento subconsciente —, considerando-as
incompativeis com a dignidade humana e o Estado Democratico de Direito. Ja para
os sistemas de alto risco (Art. 17), que envolvem decisbes criticas como

identificacdo biométrica, triagem em saude ou concessao de crédito, impde-se um

' Bias in, bias out sintetiza a ideia de que sistemas de IA reproduzem e, em geral, amplificam os
vieses presentes nos dados com que sdo treinados: se os dados de entrada carregam
discriminagbes histéricas ou assimetrias sociais (bias in), os resultados produzidos pelo modelo
tenderao a refletir essas distor¢des nas decis6es automatizadas (bias out), ainda que o algoritmo, em
si, seja tecnicamente “neutro”.

7 O Al Act europeu é frequentemente citado como paradigma dessa abordagem, ao propor uma
classificagdo de sistemas de |A em niveis de risco (proibidos, alto risco, risco limitado e minimo) e
vincular a cada categoria deveres especificos de conformidade, transparéncia e supervisdo humana
(EUROPEAN COMMISSION, 2024)



regime de governanca robusto que, embora n&o proiba o uso, exige estritas
medidas de mitigagao, transparéncia e supervisdo humana.

Além dessa classificacdo, a pesquisa identificou que o Brasil adota um
modelo hibrido, fundindo a gestdo de riscos com a Abordagem Baseada em
Direitos, materializada na exigéncia da Avaliagao de Impacto Algoritmico (AlA). Este
instrumento obriga o desenvolvedor a documentar preventivamente ndo apenas
falhas de seguranca, mas também riscos de viés discriminatoério, garantindo que o
PL 2.338/2023 situe o Brasil no mapa da “IA Confiavel” (Trustworthy Al) ao equilibrar

o fomento a inovagcado com barreiras éticas intransponiveis.

5.3. Inspiragbes no Al Act e o Gabinete de IA Europeu

Inicialmente, o debate nacional foi pautado pelo Projeto de Lei n°® 21/2020,
que propunha uma regulagao de carater principioldgico e minimalista (light-touch
regulation). Aquele texto focava primordialmente no fomento a inovagao,
estabelecendo diretrizes éticas amplas, mas carecendo de mecanismos de
enforcement robustos e de uma classificagao clara de riscos. A premissa era evitar
travas ao desenvolvimento tecnoldgico, todavia, a complexidade dos danos
causados pela IA — desde discriminacdo algoritmica até a manipulagao
democratica — tornou evidente a insuficiéncia de uma abordagem meramente
principioldgica.

A virada de chave ocorreu com a constituicdo, em 2022, da Comissao de
Juristas (CJSUBIA) no Senado Federal. Em dialogo direto com as tendéncias da
OCDE e, especificamente, com o rascunho do Al Act europeu, a Comisséo
promoveu uma “europeizag¢ao” do texto legal brasileiro. O resultado, consolidado no
PL n°® 2.338/2023, abandona o modelo generalista anterior para adotar a Risk-Based
Approach, espinha dorsal da legislagao europeia.

Esta adesdao ao modelo europeu manifesta-se estruturalmente na nova lei
através de trés eixos transplantados do A/ Act. A Categorizagao de Riscos, ja que
assim como na Europa, o PL 2.338/2023 estratifica os sistemas em uma piramide
regulatoria: sistemas de risco excessivo (proibidos por ofenderem direitos
fundamentais, como o social scoring), sistemas de alto risco (permitidos sob estrita
governanca) e sistemas de baixo risco; a Governanga Ex-Ante, onde ha a exigéncia

de Avaliagcbes de Impacto Algoritmico (AlA) antes da colocagdo do sistema no



mercado, uma burocracia de seguranca inspirada na certificacdo europeia; € o
Direitos dos Afetados, que € a garantia de explicagdo e supervisdo humana,
buscando alinhar o Brasil aos padrdes globais de Trustworthy Al.

Como sugestdo de aprimoramento (Objetivo D), a pesquisa aponta para a
estrutura institucional da Europa. A criagao do Gabinete Europeu de IA (Al Office)
demonstra que a lei, por si so, é insuficiente; € necessaria uma infraestrutura de
fiscalizacdo técnica. Recomenda-se que o Brasil fortaleca a Autoridade Nacional de
Protecao de Dados (ANPD) ou crie um corpo técnico similar, dotado de competéncia
para auditar algoritmos e definir, via regulacdo setorial, o que constitui uma
“supervisdo humana significativa”, evitando que o humano seja apenas um
“carimbador” de decisbes da maquina (rubber-stamping).

Vale dizer, ainda, que a evolugdo do PL 21/2020 para o PL 2.338/2023 nao
foi apenas um aprimoramento técnico, mas uma decisao politica de alinhar o Brasil
as democracias ocidentais, garantindo que o pais possua um nivel de protecéo de
dados e direitos compativel com o mercado internacional, evitando um possivel

isolamento tecnoldgico

5.4. Do Direito a Filosofia: O Projeto de Mestrado

A constatagao da dificuldade em operacionalizar métricas para a intervengao
humana (Objetivo C) ndo encerrou a investigagdo, mas a elevou de patamar. A IC
serviu como base empirica e legal para a proposigao do Projeto de Mestrado “Entre
a Etica e a Moral: A Supervisdo Humana e o Lugar do Direito na Era da Inteligéncia
Artificial”,

Diante da insuficiéncia da técnica para explicar o humano, o novo projeto
busca na filosofia os fundamentos que tornam a presengca humana indispensavel.
Argumenta-se que, enquanto a I|IA opera sob uma moralidade funcional e
programada, apenas 0 ser humano detém a prudéncia e a capacidade de
responsabilizacdo ética. O Mestrado se dedicara, portanto, a provar que a
supervisdo humana exigida pelo PL 2.338/2023 é o mecanismo que impede a
substituicdo do Direito pela matematica, garantindo que a decisdo juridica

permaneca um ato de humanidade.



6. CONSIDERAGOES FINAIS

A execugao desta Iniciacdo Cientifica permitiu diagnosticar o estado da arte
da regulagdo da Inteligéncia Artificial no Brasil, evidenciando a maturagao
institucional que conduziu o pais de uma abordagem principioldgica (PL 21/2020)
para um modelo robusto de gestdo de riscos (PL 2.338/2023). Conclui-se que o
novo marco legal é um instrumento moderno e necessario, alinhado aos padrbes
globais de governanga, mas que carrega o risco latente de ineficacia se a
“‘intervengao humana” for reduzida a um formalismo burocratico.

A utilidade social desta pesquisa reside na defesa de que a supervisdo
humana ndo é um mero entrave a inovagado, mas a ultima trincheira de defesa da
dignidade contra a automacgao total da vida. Em um pais marcado por profundas
desigualdades e vieses estruturais, delegar decisdes criticas a algoritmos sem uma
instancia de revisdo ética rigorosa equivale a institucionalizar a exclusdo social sob
0 verniz da neutralidade matematica.

Por fim, o estudo encerra-se com um achado epistemoldgico determinante: a
impossibilidade técnica de quantificar a “qualidade” da intervengdo humana
(Objetivo C) validou a hipotese de que o juizo juridico € uma competéncia qualitativa
e indelegavel. Esta constatacdo ndo apenas reafirma que a tecnologia deve servir
ao humano — e ndo o contrario —, mas pavimenta o caminho para o
aprofundamento filoséfico desta investigagdo em nivel de pds-graduagao, onde a

técnica dara lugar a éfica.
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